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Abstract—Textual data classification is a primary task in many of the Natural Language Processing tasks. Textual data classification is consid-

ered as an essential method to manage and process a large number of documents in the digital format that are widespread and continuously 

increasing in the count. Textual data classification has a vital role in information retrieval and summarisation. Many Supervised Machine learning 

algorithms can perform text classification. This paper introduces a performance analysis of different machine learning algorithms on the 20 

NewsGroup dataset. 

 

Index Terms—CNN, deep learning, GRU,Logistic Regression,LSTM, Machine learning, Naive Bayes, RNN, SVC. 

———————————————————— 

1 INTRODUCTION

extual data classification is and will always be an essential 

research topic since the start of digital documents[1]. In 

Today's world, textual data classification is significant because 

one needs to deal with a large number of text documents and 

files daily. In Textual Data Classification, a document is classi-

fied in a predefined group. Moreover, for classifying text with 

higher accuracy and prediction, it needs to have a better per-

forming classification machine learning model. Deep learning 

models have surpassed the classical machine learning models 

in many different tasks of natural language processing, includ-

ing text classification, sentiment analysis, news categorization, 

natural language inference, and question answering [2]. This 

work will show quantitative analysis of different supervised 

text classification machine learning algorithms by using the 20 

NewsGroup dataset to perform this classification. In the sec-

ond section, this paper discussed a literature review, the next 

section explores the methodology applied, and the last section 

shows the results and conclusion. 

 

2 LITERATURE REVIEW 

Textual data has a rich source of sequential information [3], 

but learning and extracting those pieces of information can be 

lengthy and challenging because of its unstructured nature. 

Automatic Textual data classification can be grouped 

into three categories:  

• Rule-based methods: With the help of a set of predefined 

rules, this rule-based method can classify the textual data into 

different categories. One needs to perform domain analysis 

before using this method because in-depth knowledge of the 

domain is required. 

• Machine learning (data-driven) based methods: These 

methods take input data along with their labels, and they 

learn the correlations based on these pre-labeled examples in 

case of supervised learning. In the case of unsupervised learn-

ing, they learn the hidden patterns and structures in the data 

without any labels. 

• Deep Learning methods: These methods require massive 

datasets to train because they try to generalize the scenario to 

learn the feature representations which helps them to perform 

classification and regression tasks as an end to end method. 

These methods can also be transferred from one application to 

other because lines and edge detection is a basic need in most 

of the applications of computer vision.  

Natural language processing and textual data classification 

have progressed rapidly with the help of neural network ar-

chitecture, and now they are extensively used in the indus-

tries, for example, chatbots and speech recognition[1], [3], [4]. 

 

3 METHODOLOGY 

In this work, the first step is to fetch out the dataset. As al-

ready mentioned, it has used the 20 NewsGroup dataset for 

performance analysis using the sklearn library to fetch the 

dataset. After that, preparing the dataset in X, Y label format, 

and then splitting the dataset into a training set and test set. 

The second step is data cleaning. That includes [5]: 

1. Lowercasing every character in the dataset 

2. Word Tokenization 

3. Removal of stopwords 

4. Word Lemmatization 

 

The next step is vectorization, in which  textual data is 

mapped to real-valued vectors so that it can be given as an 

input to these models which implemented as follows: 

T 
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3.1 Naive Bayes 

It uses Bayes's Theorem for classification [6]. 

Bayes’ Theorem: 
 

            (1) 
 
Here in (1), A refers to the category on which one needs to 

check the text document, and B refers to the document catego-

ries in the given document. So basically, what this model does 

is it uses its training information to compute this probability. 

And will label the document with the category which has the 

highest chance. 

Hence, this is computing the conditional probabilities to calcu-

late the probabilities of the occurrence of an event. 

Naive Bayes is commonly applied to textual data classifica-

tion. It simply performs well in many text classification prob-

lems. Its advantages include less training time and less train-

ing data, which results in less CPU and Memory consumption. 

In this case, it has different documents with 20 categories. 

To help it categorize a new document from a test set, this will 

train a Naive Bayes classifier. 

3.2 Support Vector Classifier 

A large margin classifier or SVC is called a binary classifier 

because it separates only two groups at a time, as shown in 

fig.1, but it can use one vs. all technique for multiclass classifi-

cation [7]. By applying the algorithm, the best separating hy-

perplane in which the margin between the two classes is max-

imized is figured out. 

 

  

Fig.1. Binary classifier 
 

 

After the algorithm is trained on the training set and it has 

determined the best separating hyperplane, then it can simply 

feed the vectorized input of all the unseen new input text   

examples and observe on which side of the decision boundary 

they fall so that it can classify them accordingly. 

3.3 Gradient boosting 

These classifiers merge many weak algorithms and              

collectively create a robust model by an internal voting mech-

anism [9]. Decision trees are a preferred choice when it comes 

to gradient boosting, as shown in fig. 2. 

Fig.2. Decision trees 

 

Steps of gradient boosting: 

1. Model fitting and training 

2. Hyperparameter tuning and changing the parameters 

of the model. 

3. Using the test set and new inputs to make predictions 

3.4 Random Forest Classifier 

1. Randomly select K data points from 20NewsGroups 

training set. 

2. Now, try to form a forest of decision trees associated 

with these K data points. 

3. Choose the number Ntrees that want to build(at least 

500) and repeat steps one and two. 

4. To classify a new data point, it needs the votes of each 

of the N decision trees to predict the label class of the 

new point. They will assign the average value of all 

the Ntrees as its new class, as shown in fig.3. 

 
 
 
 
 
 
 
 

 
 

 

 

       Fig.3. N decision trees 
 

A random forest is just a team of decision trees, each one mak-

ing some prediction of Y, and the ultimate prediction is simply 

the average of all the predictions of trees in the forest [10]. 

3.5 Word Embedding 

Word embedding is a popular vectorized representation of the 

textual data of the document. They convey the word context, 

the syntactic and semantic similarity of a word, and also its 

relationship with other words in the document [11]. 
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Suppose there is a term "w" that appears in a textual data 

of a document, then its context is defined by the adjacent set of 

words (say +5,-5) that lie around the term "w" in a fixed-size 

window [8]. They can utilize the context of "w" to form a vec-

torized representation of "w," which is its word vector. Simi-

larly, a vector for each of the words could be created, and if 

these vectors are represented on vector space, then it can be 

observed that similar words cluster together, as shown in fig.4. 

 

 
Fig.4. Word Embedding 

 

Pre-trained word embeddings like GloVe can be used for 

transfer learning. The textual data is converted to an embed-

ding matrix using pre-trained GloVe, and then it is converted 

into embedding sequences using an embedding layer of Keras. 

This embedding sequence is fed as input to different Deep 

Learning models. 

3.6 GloVe Embeddings 

Global Vectors for Word Representation takes plus points 

from both word2vec (local context-based) model and statistics 

of matrix factorization (global context-based) techniques. 

GloVe incorporates the advantages of both local and global 

context-based models; hence it performs better than other 

models that solve the same problem [12]. 

Advantages of GloVe: 

1. Training is fast  

2. Can be applied to a large corpus of data  

3. Performs well, even when the dataset is small. 

Example of GloVe representation as words which appear clos-

est to the frog: 

Frogs  

Litoria 

Toad  

Eleutherodactylus 

Leptodactylidae  

Lizard  

Rana  

3.7 Convolutional Neural Networks(CNN) 

CNNs are a type of ANN, and they are famous for analyzing 

images [13], [14].They have convolution hidden layers to de-

tect patterns using filters.But here, CNN is applied to textual 

data. The below diagram shows how CNN works on textual 

data, and it shows all the steps required for making a CNN 

model, as shown in fig.5. 

Fig.5. CNN 

 

 

3.7 Recurrent Neural Network(RNN) 

Simple RNNs are used to learn from sequential data, but they 
cannot capture long sequences.The output of the current state 
depends on both the current input and the output of the pre-
vious state, as shown in fig.6. 
 
 

 
 

Fig. 6. RNN 

 

In RNNs, if small weightsare provided, then it results in van-

ishing gradient problem, and usage of large weights resultsin 

an exploding gradient problem[14]. The earlier in the network, 

the weight resides, the more the terms are going to be includ-

ed in the product that calculates the gradient.Multiplying a lot 

of terms which are less than one resultsin a very small gradi-

ent similarly, multiply a lot of terms which are greater than 

one results in an exponentially large gradient, and since the 

weights in the layers get updated proportionally to the gradi-

entif the gradient is vanishingly small, then the update is also 

vanishingly small hence the new weight becomes stuck and 

International Journal of Scientific & Engineering Research Volume 11, Issue 9, September-2020 
ISSN 2229-5518 61

IJSER © 2020 
http://www.ijser.org 

IJSER

https://en.wikipedia.org/wiki/Convolutional_neural_network


does not reach the optimum value. This hinders the learning 

process in the RNNs. 

 

4 PROPOSED METHOD 

The solution to these problems is a variation of RNN: Gated 

Recurrent Unit and LSTMs.LSTMs can capture long term de-

pendencies and relations. They are able to remember the long 

term dependencies using the help of gates and cell 

states.Different units in LSTMs are [16]: 

1. Memory unit: This helps in remembering what hap-

pened many times steps ago. 

2. Selection unit: When new information and previous 

predictions arrive, what should be released and what 

should be kept internal as prediction is decided by this 

unit using the gating mechanism. 

3. Ignoring unit: It lets things that aren’t immediately 

relevant be set aside, so they don't cloud the prediction 

in the memory going forward. 

Removal of some of the complexities of the LSTMs results in  

GRUs,and theyoperate efficiently with the help of only two 

gates, i.e., update and reset gates, and they don't have the cell 

states. GRUs usually train faster and are simpler in compari-

son to LSTMs [17], [18], [19], [20].RNN, LSTMs, and GRUs 

cells diagram shown in fig.7. 

 

 

 

 

Fig. 7. RNN, LSTMs and GRU cell diagram 

 

4.1Dataset Description 

20 Newsgroups: This textual dataset is a collection of news-

group files and documents [21]. 

For textual data clustering and textual data classification, 

this dataset has always been a popular choice for machine 

learning enthusiasts and researchers. 

 

The dataset was originally collected by Ken Lang, and it con-

sists of 20,000 news documents. There are five main fields that 

the newsgroups dataset contains, namely: computer, recrea-

tion, science, religion, and politics. 

 

5 RESULTS AND DISCUSSION 

5.1 Supervised Machine Learning Models 

In supervised machine learning models, after coding these 

algorithms in python using the Sklearn library, the following 

results are depicted in table 1. 

TABLE 1 

Test set results 

 Naive 
Bayes 

SVC Gradient 
Boosting 

Random 
Forest 

Logistic 
Regression 

Accuracy 
(test set) 

67.3% 65.3% 59.5% 60.1% 67.4% 

Run Time 0.06s 86.92s 86.92s 24.96s 6.37s 

 

Both Logistic Regression and Naive Bayes are good for train-

ing on this specific 20 newsgroups dataset, but Naive Bayes is 

slightly more efficient. They both have good accuracies, and 

their running time is very less compared to svc, gradient 

boosting, and random forest. 

 

 
Fig.8. Different ML algorithm model accuracy 

 

However, the top words calculated by the Naive Bayes 

model seems highly correlated with their corresponding 

newsgroups, as shown in fig.8. 

5.2Deep Learning Model 
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With the help of the TensorFlow and Keras library, the follow-

ing results were observed, as shown in table 2. 

 

 

 

 

 

TABLE 2 

Test set results 

 CNN LSTM GRU Simple 
RNN 

Accuracy 
(test set) 

56.4% 61.3% 62.5% 15.4% 

 

Both GRU and LSTM perform quite well on this 20 newsgroup 

dataset with the help of pre-trained glove embeddings shown 

in fig.17. The accuracy and loss for GRU and LSTM model has 

been shown in fig. 9 to fig. 12. 

 
Fig.9. GRU model accuracy 

 

 
Fig.10. GRU model loss 

 

 
Fig.10. LSTM model for accuracy 

 

 

 
Fig. 12. LSTM model loss 

 

CNN learned the correlations quickly and achieved a fairly 

good accuracy but started overfitting the training set after 15 

epochs, as shown in fig. 13. To fig. 14 

 
Fig.13. CNN model accuracy 
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Fig. 14. CNN model for loss 

 

Simple RNN performed worse on this dataset because it 

could not capture the long term dependencies, as shown in  

fig. 15 to fig. 16. 

 
Fig. 15. RNN model accuracy 

 

 
Fig. 16. RNN model loss 

 

 
Fig. 17. Comparison of different DL algorithms 

 

6 CONCLUSION 

There seem to be five main fields that the newsgroups are try-

ing to focus on, namely: computer, recreation, science, reli-

gion, and politics. Different new groups that report the same 

fields tend to use very similar words. Therefore it makes the 

prediction very hard to distinguish different new groups in 

the same fields. 
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